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Artificial Neural Networks
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"Copyright Drabas, Lee, 
Microsoft MLADS workshop, 
2017. Reproduced with 
permission."
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Agenda
Morning:  Deep Learning Intro, Part 1

• Use-cases: (Image-based property search, Recommendation engine, MLS 
subscriber “churn”., Customized weekly real-estate newsletter generation, 
Anomaly detection)

• Apache Spark and BigDL

Afternoon: 

• Deep Learning Frameworks (TensorFlow, PyTorch, Keras, BigDL)

• GPUs vs CPUs.

• Deep learning on Apache Spark and use-cases when it is appropriate

• Deep Learning Intro, Part 2

• Hands-on code review of Python code for house style classificationhttps://software.intel.com/bigdl
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Linear Regression as a neural network

https://software.intel.com/bigdl

Hypothesis:

Find parameters that 
minimize the cost 
function

Define cost function



https://github.com/intel-analytics/BigDL 6

Obfuscating  - new terms

https://software.intel.com/bigdl

“Neuron” (plus a 
“non-linearity” or 
“activation 
function”)

“Cost function”

“Back-propagation”

> 0 or <0?

“non-linearity”

Or

“activation 
function”

“Neural  Net     (Fully-connected)”
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Artificial Neural Network (Fully-Connected)

• A "layer" is a set of neurons

• Typically consists of input, hidden and 
output layers

• Input layer acts as an interface

• The neurons in hidden layer(s) and the 
output modify data

• A black-box model

• Insanely computationally intensive. That’s 
why it did not go anywhere in the 90s

https://software.intel.com/bigdl
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Enter Convolutional Neural Nets

https://software.intel.com/bigdl

"Copyright Fei-Fei, Johnson, 
Yeung, Stanford CS231N 
Lecture Slides, 
2017. Reproduced with 
permission."
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• Still insanely 
computationally intensive. 
but better than fully-
connected nets. Compute 
farms are a must even for 
small images

• Derivatives are analytical, 
not numerical

• Far more parameters than 
input variable. Unstable 
and easily fooled. 

• NN research is somewhat 
of a dark art: “Improving 
performance without 
breaking the network”

"Copyright Fei-Fei, 
Johnson, Yeung, 
Stanford CS231N 
Lecture Slides, 
2017. Reproduced 
with permission."
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“vanilla” 
Feed-

Forward 
NN

https://software.intel.com/bigdl

"Copyright Fei-Fei, Johnson, 
Yeung, Stanford CS231N 
Lecture Slides, 
2017. Reproduced with 
permission."
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Deep Learning - Summary
• A way of extracting latent features from inputs and use them for 

predicting/affecting events

• Require to be trained on a large body of inputs to be useful

• Training is done via gradient minimization

• Insanely computationally intensive.

Future topics:

• Unsupervised learning.

• Reinforcement Learning

• Generative networks

https://software.intel.com/bigdl
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An imitation of human’s brain

Dense net of simple structures

Around 100 billion neurons

Each connected to ~10k other neurons

1015 synaptic connections
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A neuron at work

Dendrites receive signals

Neuron’s cell body acts as an accumulator

If energy level in the neuron’s body exceeds 
certain level it fires a short pulse through 
the axon ended with synaptic terminals 
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Conceptual mathematical model

"Copyright Drabas, Lee, 
Microsoft MLADS workshop, 
2017. Reproduced with 
permission."
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Activation functions

"Copyright Drabas, Lee, 
Microsoft MLADS workshop, 
2017. Reproduced with 
permission."
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Refresher
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Linear Regression as a neural network

https://software.intel.com/bigdl

Hypothesis:

Find parameters that 
minimize the cost function

Define cost function

Model
True 

Values
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Optimization:

https://software.intel.com/bigdl

1. Pick a model
2. Find vector that results in the    
smallest value of cost function

3. Repeat step 2 until happy
4. If unhappy, repeat steps 1 & 2 
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Optimization:

https://software.intel.com/bigdl
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Optimization:

https://software.intel.com/bigdl
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Optimization:

https://software.intel.com/bigdl
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Image Classification Problem
• Task: 

• Given an 
image, place 
it into one of 
10 class 
“buckets”

https://software.intel.com/bigdl
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Image Classification Problem – K-means approach

https://software.intel.com/bigdl
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Image Classification Problem – SoftMax (better) 

https://software.intel.com/bigdl
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Transfer Learning is Pervasive. It is a norm, rather than an exception
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Tying it all together – House Style classification

Trained
GoogleNet 

Model  
1024-long 

“embeddings”
vector

SoftMax 
Linear 

Classifier

- ‘Ranch’
- ‘Traditional’
- ‘Mediter’
- ‘Modern’

• Training: No “deep learning” training on new images. 

• Much faster than full retraining. No parameter tuning. No retraining (or infrequent)

• Single-pass-per-image Deep Learning prediction. 

• Can be real-time in production (sub 1-sec). Low compute resources needed. No GPU.

• Classification is done using linear classifier

• Can be *easily* extended to 100s of house style classe.
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Deep Learning - Summary
• A way of extracting latent features from inputs and use them for 

predicting/affecting events

• Require to be trained on a large body of inputs to be useful

• Training is done via gradient minimization

• Insanely computationally intensive.

Future topics:

• Unsupervised learning.

• Reinforcement Learning

• Generative networks

https://software.intel.com/bigdl
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Machine Learning Use-Cases

Big Data Technologies, Software & Services Group



manufacturingconsumer Health Finance Retail
Scientific

computing
 Gigaspaces
 MLS Listings
 Jobs Search 

Engine

 UCSF  UnionPay
 ChinaLife 

(Insurance)
 Mastercard

 JD.Com  Steel 
manufacturing

 Cray

 Call center routing, 
 Image similarity search,  
 smart job search

 Analysis  of 3D MRI 
models for knee 
degradation

 Fraud detection
 Recommendation, 
 Customer/Merchant 

Propensity

 Image feature 
extraction (Inference)

 Steel Surface defect 
detection

 Weather forecasting

INTEL CONFIDENTIAL - INTERNAL ONLY



Image feature Extraction pipeline with BigDL (Inference solution)

Preprocess

Resize

Normalize

ToBatch

Preprocess

Resize

ToBatch

Hbase

HDFS

Crop 1
0
1
0
1
0

…
…

Boxes & 
Scores

SSD Model

DeepBit Model

Retail

https://software.intel.com/en-us/articles/building-large-scale-image-feature-extraction-with-bigdl-at-jdcom



Artificial Intelligence Redefines the  Call Center Customer Experience (Training)

User peaks using 
web interface

Browser converts 
speech to text and 

sends to 
controller

Controller writes 
data to 

InsightEdge and to 
Kafka topic

Spark job listens 
on Kafka topic and 

using BIGDL 
mode, creates 

prediction

BIGDL writes 
Prediction to 

InsightEdge data 
grid

InsightEdge event 
processor listens 
or Prediction data 

and routes call 
session

NLP Processing

Training, prediction, and tuning

I have a windows 
MAC problem

Route to the MAC 
expert

Stop Pressing 0 or *
Automatic routing to the right agent for the perfect personalized experience

Customer service

https://blog.gigaspaces.com/gigaspaces-to-demo-with-intel-at-strata-data-conference-and-microsoft-ignite/



Non-real time indexing/bucketizing of similar 
images in the database.

Image similarity (“distance”) becomes an extra 
parameter in addition to area, location, size, 
price, etc.

If you looked at this house…..                                   
You will want to look at this one, too

Runs periodically on the refreshed database.

Needs to be scalable nationwide. Distributed 
compute solution needed (Spark)

Real estate

INTEL CONFIDENTIAL - INTERNAL ONLY

MLS Listings image similarity PoC demo is ready and available here: https://homes-prod-homes-poc.azurewebsites.net/





Deep Learning Data Flow

Labeled Dataset 
of Real Estate 

Images 
(Bing Search)

BigDL
VGG
Arch

BigDL
Trained  
Model

+ =

Data Engineering Coding

● Long Compute. 8500 images
● 2 nodes, 28 cores/node. 3 minutes for a one single pass
● Model parameters are changing.
● Repeat until convergence
● But: only do once !

Note: Images are *not* stored in the model
Note: you can trade compute resources for time.

Compute

Train



Deep Learning Data Flow

Feature
Vector

BigDL
Trained  
Model

Image Class 
(Front, Bdr, Bath,…)

House Style Tag 
(Ranch, Victorian,…)

House Levels (1, 2..)

Latent Features (25k 
entries)

+
=

● Short Compute. 2 sec/image
● 1 node, 1 core/node
● Model parameters unchanged.
● Only run once per image
● But: need to do for every image in 

the search dataset !

Score

Compute Only



Deep Learning Data Flow

Labeled Dataset 
of Real Esate 

Images 
(Bing Search)

BigDL
VGG
Arch

BigDL
Trained  
Model

+ =

Feature
Vector

BigDL
Trained  
Model

Image Class 
(Front, Bdr, Bath,…)

House Style Tag 
(Ranch, Victorian,…)

House Levels (1, 2..)

Latent Features (25k 
entries)

+
=
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Deep Learning Data Flow

Listing 
images

BigDL 
Trained 
Model

Feature
Vectors

MLS Query 
Landing Page

BigDL 
Trained 
Model 

Cosine 
Similarity 

+ Tag 
+ Class

Rank

Top 
10

MLS 
Listings 
Front
End

Scoring



Deep Learning Data Flow

Labeled 
Image 

Dataset (Bing 
Search)

Big DL Model+ =

Listing Images
Big DL 

+ 
Model 

Big DL 
+ 

Model 

Cosine 
Similarity 

+ Tag 
+ Class

Rank

• Room Type (Class)
• House Style (Tag)
• House Levels (Tag)
• Features (25k vec)

Top 
10

MLS 
Listings 
Front
End



Engineering Team

● Data scientist, proficient in Machine Learning / Deep 

Learning

● Software Engineer, experience with Apache Spark.

● Technical project manager

Domain Expertise:

● Machine Learning / Deep Learning, 

● Python, Scala
● Software Engineer, Web API

● Software Engineer, Web UI

Domain Expertise:

● OData, .net Core MSSQL 

● C#, HTML, JavaScript



How likely is an existing (or a new) customer to come back to a store?
What would it take to get a customer in the door?

Retail: Predicting Customer Loyalty



Retail: Predicting Customer Loyalty



Retail: Predicting Customer Loyalty



Retail: Predicting Customer Loyalty



Counter-Example:     When *not* to use ML
Business Need: Given monthly real-estate statistics, 

generate per-market area customizable Realtor Newsletters?



Anomaly Detection with RNN-LSTM



Anomaly Detection with RNN-LSTM



Anomaly Detection with RNN-LSTM



Anomaly Detection with RNN-LSTM



Anomaly Detection with RNN-LSTM



Anomaly Detection with RNN-LSTM




